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ABSTRACT 

This paper presents a hybrid CFD and reduced order modeling (ROM) approach 
for fast and accurate flow and thermal analysis of vehicles to enable rapid thermal 
signature prediction. The modular hybrid ROM solver includes several key components, 
such as the turbulence modeling, CFD full order model (FOM) customized for vehicle 
thermal analysis, FOM/ROM alternation, proper orthogonal decomposition (POD) for 
basis vector construction, and online model switch decision maker for coupled simulation, 
which are all developed in an integrated framework. Several case studies of Army 
relevance at increasing complexity levels are undertaken. The proposed hybrid ROM 
solver is able to accurately analyze flow, turbulence, and thermal phenomena under time-
varying operating conditions with unprecedented computational performance. 
Quantitatively, the relative error of our hybrid CFD FOM/ROM simulation stays below 
0.35% and the absolute error is less than 4 K. The ROM has a much smaller model order 
(typically 10-15) relative to the CFD FOM. Speedup ratio up to 27× is achieved in the 
present study without the use of any hardware accelerate technique.  
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1. INTRODUCTION 

The survivability of military vehicles and their 
occupants often depends on efficient control of the 
vehicle’s thermal infrared (IR) signature. IR 

emissions, stemming from the thermal load of 
military vehicles are used to detect, track, and lock-
on to the target. Thermal and flow modeling is 
typically used to achieve performance goals related 
to the control of IR signatures. A key part of the 
thermal analysis of ground vehicles is the 
prediction of the thermal fields and convection heat 
transfer (CHT). Thermal modeling tools capable of 
accurately analyzing the thermal characteristics at 
multiple conditions for rapid design and reliable 
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thermal management are of paramount importance 
to DoD for enhancing thermal signature control, 
military vehicle survivability, situational 
awareness, and mission effectiveness.  

Most existing thermal and flow modeling and 
simulation (M&S) capable of analyzing vehicle 
thermal signature is based on CFD. However, the 
prohibitive computational costs (e.g., runtimes of 
hours or longer depending on the model size and 
computational platform) and the need for a 
significant level of expertise and participation from 
the users for model setup [1] render them ill-suited 
for multi-condition parametric design analysis or 
applications where the fast simulation speed is 
needed. Consequently, the trade space to evaluate 
vehicle system performance cannot be thoroughly 
explored.  

These limitations along with strong demands for 
rapid transient thermal and flow modeling and 
thermal signature analysis for military ground 
vehicles call for a modeling method and software 
that can capture critical thermal and flow behavior 
and enable rapid and accurate prediction of thermal 
field. It would also be desirable to allow the end-
user to control, by setting the value of a solver input 
parameter, the balance between prediction accuracy 
and simulation time. In this context, various 
nonlinear reduced order modeling (ROM) and 
machine learning techniques have been explored, 
which however require time-consuming training 
simulations for model generation [1, 2]. This paper 
presents the development of a hybrid ROM 
approach for rapid and accurate prediction of 
thermal fields of ground vehicles at various 
simulation conditions. Our hybrid ROM 
methodology is based on adaptive alternation of the 
simulation between the full order model (FOM) and 
the ROM along the temporal trajectory [3, 4]. 
Because of the fast speed of the ROM, the 
computation of the hybrid model achieves salient 
computational efficiency. Meanwhile the modeling 
and simulation accuracy is also maintained. 
 

2. METHODOLOGY 
As shown in Figure 1, the whole simulation is 

divided into several intervals in the time domain. 
The span of each interval is denoted as ∆t, which 
will be simulated by either FOM or ROM with a 
different time step δt that is much smaller than ∆t.  

Figure 1 also shows that the FOM for the 
conjugate heat transfer analysis involving both the 
flow and thermal solution will be used in the first 
time interval ∆t. At the end of the interval, the 
proper orthogonal decomposition (POD) modes Uq 
will be computed using the singular value 
decomposition (SVD), and a criterion (CF2R, see 
Section 2.3) will be evaluated to decide if the 
solution method should be switched from FOM to 
ROM in the next interval, i.e., ∆t→2∆t. 
Correspondingly, there are two possibilities for the 
2nd interval:  
(1) If CF2R is not satisfied, the FOM remains in use 

during ∆t→2∆t, which generates more FOM 
data carrying new subspace information not 
present in previous POD modes. Therefore, the 
prior projection matrix Uq will be recomputed 
or updated by incorporating the new FOM 
solutions at the end, i.e., at 2∆t. To reduce the 
computational cost associated with SVD, the 
POD modes Uq are updated using the 
incremental SVD (iSVD).  

(2) On the other hand, if CF2R is satisfied, the ROM 
use only involves the heat transfer solution by 
freezing the flow field obtained from the last 
solution in FOM during the interval ∆t→2∆t. 

 
Figure 1. Schematic of the hybrid FOM/ROM 

computation methodology 
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The FOM is projected onto the subspace 
spanned by Uq above to construct the ROM for 
use in the interval of ∆t→2∆t. iSVD is not 
performed because the ROM trajectory lies 
within the prior subspace, and contributes no 
new data to the snapshot. In other words, the 
ROM is used in the temporal interval where 
there is little new subspace information to 
rapidly bridge the FOM simulation for reduced 
simulation cost. At the end of this interval, i.e., 
at t = 2∆t, another criterion CR2F is examined to 
decide which model, FOM or ROM is used in 
the next interval, i.e., 2∆t→3∆t. If true, the 
computation switches back to FOM. Otherwise, 
ROM remains in use.  

The process above continues until all the intervals 
are simulated. This approach markedly accelerates 
the process of snapshot data and ROM generation, 
because there is a significant amount of redundant 
information in the FOM-based simulation as 
indicated by the high ratio of POD mode truncation 
in most cases. Figure 2 illustrates the detailed 
procedure of the hybrid simulation, which includes 

four possibilities of involving FOM or ROM 
simulation depending on the solver used in the 
previous interval, and the criteria of model switch 
(see Section 2.3). 

 
2.1. Turbulence Modeling 

The turbulent flow is simulated by CFD full order 
model (FOM), and then the convection terms and 
the turbulent thermal conductivity at the faces 
between computational cells and the solid-fluid 
wall are used for simulation of the heat transfer. In 
this work, the k-ε turbulence model is included in 
our FOM simulation. The effective thermal 
conductivity (consisting of both the laminar and the 
turbulent conductivity) is considered, and takes into 
account the turbulence effects on heat transfer. The 
effective thermal conductivity is given by 

eff t p tk k Cµ σ= +   (1) 
where k is the laminar thermal conductivity; µt is 
the turbulent viscosity; Cp is the specific heat; σt is 
an empirical value ranging from about 1.0 near 
walls to 0.7 or less as it moves away from the wall. 
The default value of 0.9 is used herein. Note that 
the k-ε model is a high Reynolds number model and 

 
Figure 2. Detailed procedure to perform hybrid FOM/ROM computation. Four possibilities exist for model switching. 
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is ill-suited for use in the near-wall regions where 
the viscosity effects are more dominant. Therefore, 
wall functions are used in the cells next to the walls. 
 
2.2. Heat Transfer Modeling 

In this work, the equations for the conjugate heat 
transfer analysis and the procedure to obtain the 
full-order thermal models and construct ROM are 
established. The flow only occurs in the fluid 
domains external and internal to the vehicle while 
the heat transfer takes place across all the domains 
including both the fluid and the solid domains. Both 
are linked via two-way coupling, viz., the flow 
contributes to the convective heat transfer; and the 
temperature affects the fluid viscosity and flow 
velocity. Thus, the governing equation of heat 
transfer in the entire domains can be written as 

( )p eff pC T t k T C T Qρ ρ∂ ∂ = ∇ ⋅ ∇ − ⋅∇ +v  (2) 
where v is the velocity vector of fluid flow; T is the 
temperature in the entire domain; ρ, k, and Cp are, 
respectively, the density, thermal conductivity, and 
specific heat of the materials; and Q is the heat 
source or sink terms. Our focus is mainly on the 
acceleration of the transient heat transfer with the 
assumption that the background flow is pre-
calculated. This is a relatively good assumption as 
the temperature effects on the viscosity (and hence 
on flow velocity) are significantly weaker than 
those of the convection on heat transfer. 
Accordingly, during the thermal simulation (in the 
hybrid simulation), the flow fields, the fluid 
viscosity and flow velocity are pre-calculated and 
“frozen”. This captures the dominant, first-order 
convective effect on the heat transfer.  

The spatial differentials (i.e., R.H.S.) of the 
thermal governing equation (2) can be discretized 
by means of various numerical schemes, including 
the finite volume method (FVM), the finite 
difference method (FDM), or the finite element 
method (FEM). Since the FVM discretization is one 
of the most widely used methods in CFD, our 
hybrid FOM/ROM simulation is developed for the 
FVM, yielding 
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Figure 3. FVM representation of full-scale 

thermal model in a 2D computational domain 
where P is the present cell of interest; E, S, W, and 
N are the center of the cells surrounding cell P; and 
e, s, w, n in the subscript are the interfaces linking 
the cell P with its adjacent cells (see Figure 3). TP 
is the temperature at the cell center; Vp is the 
volume of the cell P; Fi = (ρvCpA)i is convective 
links at the cell interface, A is the area of the 
interface, and subscript i is the index of the 
interface “e”, “s”, “w” and “n”. Di = (kA/δ)i are the 
conductive links at the cell interface, where δ is the 
distance between the cell P and its neighboring cell. 
QpVp is the heat generation in the present cell, t is 
the time. ae = De, as = Ds, aw = Fw+Dw, an = Fn+Dn, 
and aP = ae+ as+aw+an. Within the solid domain, 
the convection terms (Fi) vanish. Eq. (3) is applied 
to all the computational cells in the domain 
including those at the boundaries, yielding a large 
system of ODEs governing the temperature 
evolution at each cell center. Subsequently the 
temporal term in Eq. (3) can be discretized by the 
Crank-Nicolson method, yielding, 

( ) ( ) ( )1 1 , 1 , 1
1 11m m m n m m n m

n n n n p n n ut α α− − − −
− − − ∆ + + − + M T T = A S T T S  (4) 

where T(t)∈ℜM is a vector storing the temperature 
at all the computational cells (in FVM formulation), 
and M is the total number of computational cells in 
the domain. Sp is the linear coefficient of the source 
term arising from the boundary or volumetric 
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conditions; and Su is the constant source term inside 
the vehicle model. A  ∈ℜN×N is the thermal 
exchange matrix containing all the conductive and 
convective links described in Eq. (3); and M is the 
matrix storing the thermal mass of each cell. 
Subscript/superscript n and n-1 denote the 
quantities at the current and the previous time step, 
respectively, and superscript m denotes the mth 
iteration in the nth time step; and α determines the 
contribution of temperature from the current and 
the previous time steps when computing spatial 
terms. α = 1 or 0, respectively, reduces Eq. (4) to 
the fully implicit or explicit form. Eq. (4) then can 
be written as a shorthand notation 

1 1    or   m m m
n n n
− −A T = b AT = b   (5) 

It can be computed using a well-established direct 
solver or iterative solver, e.g., Generalized minimal 
residual method, conjugate gradient method, etc. 

 
2.3. FOM-ROM Switch Criteria 

In this work, the online decision-making 
capability to switch between the FOM and ROM 
during the simulation is also implemented. It 
compares the singular values of the POD modes 
and the trajectory of the temperature in the reduced 
domain with respect to several criteria at the end of 
each interval in order to maximize the computing 
efficiency. The algorithm is illustrated in Figure 4. 
The details are elucidated below: 
1. Switching from FOM to ROM (Figure 4a): It is 

based on the distribution of the singular values 
σi as each σi determines the significance of the 
corresponding POD basis vector/mode to the 
subspaces of the snapshot solution. The first 
criterion CF2R,1 is defined as the cumulative 
energy ratio of the truncated modes, i.e., mode 
number from n+1 to N. n will be selected in 
such a way that CF2R,1 is smaller than a 
prescribed tolerance ε1 to ensure the resulting 
ROM is numerically accurate to approximate 
the FOM from the energy perspective 

1

2 2 2 2
2 ,1 1 2 ,2 2

1 1 1 1
   and   

N N N N

F R j i F R j i
j n i j n i

C Cσ σ ε σ σ ε
= + = = + =

= ≤ = ≤∑ ∑ ∑ ∑  (6) 

The first criterion, CF2R,1 in Eq. (6) only 
quantitates the cumulative energy in the POD 
modes up to n, and is not able to monitor the 
variation in energy beyond n. Thus, the second 
criterion CF2R,2 is defined to quantitatively 
evaluate the cumulative energy contained 
within the POD modes from n1+1 to N. n1 will 
also be selected to ensure the criterion is 
satisfied with respect to a smaller prescribed 
tolerance ε2. n1 is the number of the POD modes 
retained and will be the true order of the ROM.  

2. Switch from ROM back to FOM (Figure 4b): A 
criterion is evaluated at the end of the ROM 
interval to determine which model should be 
employed in the next interval 

( ) ( )
1 1 2 2

2 3
1 1

n N
j j

R F q q
j n j

C ε
+

= + =

= ≥∑ ∑T T   (7) 

where Tq represents the ROM solution at the end of 
the interval. Eq. (7) utilizes the energy associated 
with the extended POD modes bases (n-n1) as a 
probe to examine if it is appropriate to continue 
using the ROM for the next interval. When the 
magnitude of Tq in the n1-n extended basis grows 
significantly and exceeds the tolerance ε3, it implies 
that the ROM is no longer able to follow the 
manifold of the system, and the simulation will 
switch back to FOM.  

Note that due to their different dimensions, the 
FOM solution at the last time step in the interval 
needs to be projected onto the updated POD modes 
when the solver starts to change from FOM to 
ROM. On the other hand, the solution at the end of 
the ROM interval returns to the full domain, when 
the solver switches from ROM back to FOM. In this 
manner, the FOM and ROM solver can be stitched 
seamlessly during the whole simulation process. 

 
2.4. Proper Orthogonal Decomposition 

Since the dimension m of Eq. (5) is normally very 
high entailing demanding computation, the ROM 
technique is used to reduce the dimension from m 
to a much lower value of n1 by projecting the 
original FOM onto a low-dimensional subspace 
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Uq∈ℜm×n1 (i.e., T = UqTq) constructed by a set of 
orthonormal basis vectors, where Tq∈ℜn1 is the 
temperature in the reduced domain and n1 << m. In 
the present research, a mathematically rigorous 
ROM algorithm, i.e., proper orthogonal 
decomposition (POD) is used to identify Uq and 
automatically generate thermal ROMs amenable to 
fast computation by direct solvers. POD [5] is a 
powerful method for data reduction and ROM [6, 
7], and is well-suited for efficient modeling and 
analysis of the vehicle heat transfer. To implement 
POD, the method of snapshots is used, which 
extracts the leading POD modes using an ensemble 
of data (snapshots) from the FOM computation [8]. 
In our hybrid FOM/ROM simulation, the snapshot 
data is obtained from the FOM simulation prior to 
the ROM simulation. Given a matrix Γ containing 
the temperature snapshots at certain instants of time 
tl in FOM simulation 

( ) ( ) ( ) ( )1 2 l Nt t t t=   Γ T T T T    (8) 
where T(tl) is the lth snapshot in time; l = 1, 2, …, 
N and N is the total number of the snapshots and 
also the number of time steps within an interval. Γ 
can then be factorized using the singular value 
decomposition (SVD), followed by truncation at 
the first n1 << m leading modes yielding  

1
1, ,m nT T

q q q q n m×= Σ ≈ Σ ∈ℜ <<Γ U V U V U   (9) 

where Uq∈ℜm×n1 is the dominant subspace 
comprised of n1 leading POD modes spanning the 
original snapshot matrix, Σq∈ℜn1×n1 = diag(σi) is a 
diagonal matrix of singular values arranged in a 
descending order. The singular value σi measures 
the dominance of its associated column in Uq. 
Therefore, by examining the relative magnitude of 
σi, an appropriate number n1 can be determined for 
ROM that yields desired model accuracy; and 
V∈ℜN×n1 is the mode in the temporal domain. The 
original FOM in Eq. (5) then can be projected onto 
the subspace Uq yielding a ROM with a much lower 
dimension (i.e., n1 << m): 

q q q=A T b  (10) 

where Aq = UqTAUq and bq = UqTb. Given its 
significantly lower dimension, the ROM governing 
Tq can be computed at much faster speed relative to 
the FOM. A critical limitation of the POD is the 
demanding requirement of physical memory to 
accommodate massive CFD data sets and low 
computational efficiency when new snapshot data 
becomes available for processing. In the present 
work, an incremental SVD (iSVD) technique, 
which treats the entire dataset as an ensemble of 
data packets and processes the data packet one by 
one. Such a “divide and conquer” strategy 
significantly reduces computational time and 
resource requirements by making use of a 

(a) 

(b) 
Figure 4. Automated switch between FOM and ROM 

during online simulation 
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continuous, incremental updating of the POD 
modes that manipulates markedly smaller data 
subsets and enables salient scalability of the 
algorithm. The iSVD implementation [3, 4, 9] 
includes four key steps, i.e., projecting the new data 
onto the previous subspace, calculating the error 
residual due to projection, computing the correction 
terms, and rotating and updating the POD modes 
and coefficient matrix. In our framework, iPOD is 
performed following the FOM simulation. Once the 
new POD modes become available, they are either 
used for the ROM simulation or further updated by 
additional FOM data in the next interval. 
 
3. RESULTS AND DISCUSSION 

The key technological components, including the 
high-fidelity CFD, hybrid simulation (FOM/ROM 
alternation), online model switch, and POD and 
iPOD are verified with relevant case studies. 
Simplified 2D and 3D vehicle models with 
different operating scenarios are analyzed. 

  

 
(a) 

 
(b) 

Figure 5. Computational domain and the simplified 2D 
vehicle model: (a) entire domain; and (b) vehicle 

 
3.1. 2D Simplified Vehicle 

The case studies and technology validation are 
first carried out for a 2D simplified vehicle model. 
Figure 5a shows the computational domain, which 

contains two subdomains: the solid vehicle (in 
gray) and the fluid flow domain (in white within the 
bounding box). The dimensions of the simplified 
vehicle are shown in Figure 5b. The rectangular 
region of 0.5 m×0.4 m within the vehicle represents 
the engine box. The computational domains are 
meshed using the structured grids, yielding 19,375 
computational cells.  

The computed turbulent thermal conductivity is 
typically much higher than the laminar conductivity 
and location-dependent (see Figure 6), and 
represents the greatest contribution to heat transfer 
in the airflow domain. In addition, an inlet flow 
velocity of 10 m/s is specified at the left boundary 
of air domain. The top and the right boundaries are 
given the outlet boundary condition. The bottom of 
the domain is treated as an adiabatic wall.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. Spatial distribution of the flow and turbulence 
quantities: (a) velocity magnitude; (b) kinetic energy; (c) 

turbulent viscosity; and (d) effective conductivity. 
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Figure 7 illustrates the POD modes of the 
temperature field. The first several modes exhibit 
dominant thermal structures and the first one 
virtually represents the mean temperature field. 
Higher-order modes feature a larger number of 
thermal structures with shorter length scales, and 
hence, representing local modification of the 
temperature field with less contribution. 

 
Model 1 

 
Mode 2 

 
Mode 5 

 
Mode 6 

Figure 7. POD modes of the temperature in the 2D 
vehicle model. 

 

 
Figure 8. FOM/ROM alternation: (a) temperature at four 

computational cells; and (b) relative error. 
In the transient analysis, 3,000 time steps are 

simulated assuming an initial temperature of 300 K, 

and then the temperature at the engine wall follows 
a cosine distribution in time, i.e., 

( )300 50 cos 2 30000wallT tπ= + ×  to evaluate ROM 
performance for time-varying dynamics. The 
simulation uses more intervals, i.e., 60 intervals and 
50 time steps/interval to investigate the effects of 
the interval length on ROM performance. The time 
step and tolerance parameters remain the same.  

 
Figure 9. Relative error averaged across the entire 

computational domain. 
In Figure 8, the temperature histories of the four 

computational cells same as the above are 
illustrated for comparison. During all the FOM 
intervals, although the relative errors are reduced, 
they cannot be brought to zero. This is because the 
deviation in the simulation trajectory introduced by 
the ROM cannot be completely eliminated by FOM 
simulation. It is also found that the relative error of 
the four selected cells during the ROM intervals 
oscillates rather than increasing monotonically as 
above. In addition, when the interval length is 
shorter, the FOM can respond more rapidly to 
correct the trajectory and reduce the error. In this 
case study, the FOM is used in intervals 1, 3, 9, 13, 
and 18, while the ROM is used in intervals 2, 4-8, 
10-12, 14-17, and 19-60, contributing to 92% of the 
entire simulation. It is astonishing to see that the 
ROM is used exclusively starting from interval 19 
and all the way to the end of simulation.  

Figure 9 illustrates the relative error spatially 
averaged across the computational cells (with 
numbering from 10,000 to 14,000). Although its 
value is almost one magnitude higher than that 
using the FOM-only data, the ROM still exhibits 
excellent performance. Throughout the simulation 
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the relative errors stay below 0.3%, the highest 
value of 0.27% occurs at the end of the simulation, 
and the rate of the error increase becomes milder at 
the end of the simulation. Figure 10a and b illustrate 
the temperature as a function of time for 4,000 
selected computational cells where the highest 
temperature is present. Excellent agreement is 
found with the maximum absolute error < 4 K at the 
end of the simulation as shown in Figure 10c. 

 
(a) 

 
(b) 

 
(c) 

Figure 10. Comparison between (a) FOM and (b) 
hybrid FOM/ROM simulation in the spatiotemporal 

domain; and (c) absolute error 
The computational efficiency of the hybrid 

simulation relative to a general-purpose CFD tool, 
CFD-ACE+ is also investigated. The FOM 
simulation using CFD-ACE+ takes around 1.17 
seconds per time step, our customized FOM solver 
takes around 0.24 second per time step and ROM 

uses 0.025 seconds per step on the average. Thus, 
the speedup ratio of ROM to CFD-ACE+ in this 
case study is 27×. The speedup is contributed by 
many ROM intervals used in the simulation and the 
use of our customized thermal FOM solver that is 
also faster than CFD-ACE+. 

 
Figure 11. FOM/ROM alternation: (a) temperature at four 

computational cells; and (b) relative error. 
 

 
Figure 12. Relative error averaged across the entire 

computational domain. 
There are several ways to further improve the 

ROM accuracy. One is to increase the energy 
threshold to keep more POD modes Uq for model 
switch. For example, in the results below, the 
energy threshold is further decreased from 1×10-9 
to 1×10-10, which signifies that the higher-order 
modes contributing the data representation less than 
1×10-10 will be eliminated. Figure 11 illustrates the 
temperature histories of the same four 
computational cells within the computational 
domain. It clearly shows that 9 FOM intervals and 
51 ROM intervals are used, which leads to the 
significant drop in the relative errors (below 0.1%).  
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(a) 

 
(b) 

 
(c) 

Figure 13. Comparison between (a) FOM and (b) 
hybrid FOM/ROM simulation in the spatiotemporal 

domain; and (c) absolute error 
The salient performance is also manifested by 

Figure 12 that depicts the average relative error 
among computational cell numbered from 10,000 
to 14,000 in the domain. The hybrid simulation 
demonstrates better performance than the previous 
case study, and the relative errors remains below 
0.03% through the entire simulation. Figure 13a-b 
illustrate the temperature for the 4,000 selected 
computational cells where the highest temperature 
is present. Excellent agreement between them is 
found with the maximum absolute error less than 
0.6 K as shown in Figure 13c. Given the ratio of the 
FOM and ROM intervals, the speedup ratio of this 
case study to CFD-ACE+ is 20.4×. 

 

3.2. 3D Vehicle Mock-up 
Next, we extend the hybrid simulation capability 

to a more computationally demanding case of a 3D 
vehicle model. Figure 14 illustrates the 
computational geometry and model. The width of 
the vehicle is 2.1 m, and the engine box has a width 
of 0.5 m. The width of the entire flow domain is 6.1 
m. Similar to the cases above a temperature of 400 
K following the time-dependent cosine function is 
set at the boundaries of the engine box. The 
computational domains are meshed by the 
hexahedral grids, yielding 989,275 computational 
cells (close to 1 million).  

(a) (b) 
Figure 14. Computational domain and the 3D vehicle 

mock-up 
Figure 15 depicts the spatial distribution of POD 

modes 1, 3, 6, and 8 of the 3D vehicle model. 
Similarly, the lower-order modes capture the main 
thermal structures at the large scale. The higher-
order modes resolve the local features of the 
temperature distribution to enhance the model 
prediction through local modification.  

 

 
Model 1 

 
Mode 3 

 
Mode 6 

 
Mode 8 

Figure 15. POD modes of the temperature in the 3D 
vehicle model. 
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In the next case study, we combine the FOM and 
the ROM solver together into a single framework, 
i.e., coupled FOM/ROM solver. 3,000 time steps 
are simulated, and then the temperature at the 
engine wall follows a cosine distribution in time. 
The simulation is divided into 60 intervals, and the 
size of the time step is dt = 10 s. 

 
Figure 16. FOM/ROM alternation: (a) temperature at 

four computational cells; and (b) relative error. 
Figure 16 illustrates the temperature histories of 

four selected computational cells. 5 out of 60 
intervals are simulated using FOM, leading to 
utilization of ROM during 92% of the hybrid 
simulation. Specifically, the FOM is used in 
intervals 1, 3, 9, 12, and 22 only. It also clearly 
shows the error varies during the entire hybrid 
simulation, and every time the simulation switches 
to the FOM the error is lowered appreciably.  

Figure 17 portrays the spatially averaged error of 
the entire computational domain. It agrees with the 
observation above that FOM intervals can correct 
the simulation trajectory and further bring down the 
small deviation caused by the ROM simulation. 
During the entire simulation the relative error stays 
below 0.35%. 

 
Figure 17. Relative error averaged across the entire 

computational domain. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 18. Comparison between (a) FOM and (b) 
hybrid FOM/ROM simulation in the spatiotemporal 

domain; and (c) absolute error 
Figure 18a and b show the time-dependent results 

of the FOM and ROM at ~4,000 cells within the 
region of the highest temperature. Again, the FOM 
and ROM show an excellent match with the 
maximum absolute error ~3 K (Figure 18c). In 
terms of computational efficiency, the FOM 
simulation using CFD-ACE+ takes around 21.0185 
seconds per time step. Our customized FOM and 
ROM solver, respectively, require 13.5 seconds and 
2.5 seconds per step on the average. The interval 
ratio of the customized FOM to the ROM is 5:55, 
which leads to an effective speedup ratio of 6.2× 
relative to CFD-ACE+ simulation. Therefore, the 
use of short intervals and our FOM and ROM 
solver will markedly improve the computational 
efficiency. 
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4. CONCLUSION 

A hybrid simulation methodology combining the 
CFD full order model (FOM) and the 
mathematically rigorous reduced order model 
(ROM) is developed. The simulation alternates 
between the FOM and the ROM to achieve salient 
computational performance without appreciably 
compromising the accuracy. The key technology 
components in our hybrid simulation framework 
including: formulation and acquisition of FOMs, 
POD and iPOD, ROM construction, and online 
model switch decision maker are all examined.  

CFD simulation including both the turbulence 
modeling (k-ε) and thermal equation are 
implemented. Both models are discretized using the 
finite volume method and simulated to assess flow 
and temperature with turbulence to capture the 
conjugate heat transfer effect for the vehicle 
signature generation.  

The FOM of the heat transfer is then reduced 
through mathematically formal MOR techniques. 
First, the POD technique is developed to extract the 
basis vectors from the FOM data, onto which the 
FOM can be projected yielding small models that 
can be solved rapidly. An iSVD method is also 
introduced, which is based on the “divide-and-
conquer” strategy and computes the POD 
modes/basis vectors through low-rank SVD and 
basis rotation, and hence, is well-suited for our 
hybrid simulation and more computationally 
efficient. POD or iPOD are performed at the end of 
the FOM interval. To enable seamless alternation 
between the FOM and ROM, a model switch 
decision maker is proposed, which includes two 
criteria, CF2R and CR2F, based on the dominance of 
POD modes and ROM trajectory.  

Case studies using two simplified 2D and 3D 
vehicle models that involve turbulence and 
conjugate heat transfer were undertaken to verify 
and demonstrate the proposed hybrid vehicle 
signature generation method. Different simulation 
scenarios are investigated to inspect the proposed 
hybrid CFD-ROM method. The hybrid simulation 

is extremely accurate. In all simulations, the 
relative error stays below 0.35% and the absolute 
error is <4 K. Our simulation shows that although 
both errors in general increase with the time at the 
beginning of the simulation, they will saturate as 
the simulation continues and be bounded.  

Our hybrid simulation also demonstrates salient 
computational efficiency and speedup over the 
general-purpose CFD tool, which can be attributed 
to: (1) The FOM developed in this work is 
customized for vehicle thermal analysis, and runs 
faster than the general-purpose CFD solver that 
incurs additional computational loads; and (2) the 
ROM has a much smaller model order (typically 7-
12), enabling significant computational 
acceleration. Computational acceleration > 20X is 
observed without need for any hardware 
acceleration technique. The factor that renders the 
speedup ratio disproportional to the model size and 
limits further speedup is the appreciable 
computational cost associated with model 
assembly, which will be addressed in future work. 
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