ABSTRACT

Recent advances in the capabilities of personal, workstation, and cloud computing platforms have spurred developments in many computational fields. Terramechanics, involving the study of the dynamic interactions between vehicle and terrain, could, to great benefit, leverage existing compute power towards the use of higher fidelity models. In this paper, we outline the formulation and implementation of an inelastic continuum based soil model in a multibody system (MBS) simulation environment. Such a new computational environment will allow for the simulation of the complex and dynamic interactions occurring at the interface between tracks and wheels, and the ground. The soil model is developed using the absolute nodal coordinate formulation (ANCF) finite elements. In deformable terrain, soil is modeled as a set of 8-node brick ANCF elements whose mechanical behavior may be defined by a suitable constitutive model. A Drucker-Prager plasticity material, which is used to model the behavior of the soil, is proper for the simulation of a number of types of soils and offers a good starting point for computational plasticity in terramechanics applications. Such higher fidelity terramechanics simulations can be fruitfully applied towards the investigation of complex dynamic phenomena in terramechanics. The proposed ANCF/Drucker-Prager soil model is implemented in a MBS computer code. This implementation is demonstrated using an Armored Personnel Carrier (APC) model.

1. INTRODUCTION

The mechanical behavior of soils depends on many factors including the loading and soil conditions. The accuracy of the solution of the vehicle/soil interaction problems for given loading conditions depends on the assumptions used in and the details captured by the specific model. As reported by [1], some approximations are based on simple discrete elastic models that do not capture the distributed elasticity and inertia of soil. On the other hand, more detailed soil models employ a continuum mechanics approach that captures the soil elastic and plastic behaviors. The successful implementation of continuum mechanics-based soil models requires the use of finite element (FE) algorithms. Nonetheless, existing MBS commercial computer programs cannot be used to study vehicle/soil interaction using continuum based soil models. This is mainly due to the challenging problems encountered in the implementation of continuum-based soil models in computational MBS algorithms. The successful integration of continuum-based soil models with MBS algorithms is necessary in order to be
able to develop more detailed and more accurate vehicle/terrain dynamic interaction models. This work aims at integrating a variety of physics-based phenomena making use of an MBS framework. Using this approach, complex multibody systems which may comprise mechanical components modeled as flexible bodies, such as a tracked vehicle, can interact with flexible ground. The deformation of the soil may be described using any of the available soil formulations, whose equations are solved within the same framework as the MBS vehicle model. This approach avoids the use of co-simulation techniques and simplifies significantly the building of the vehicle/soil models.

In this paper, a continuum-based Drucker-Prager soil model that can be integrated with computational MBS algorithms is developed. In the procedure described in this paper, the elastic/plastic soil forces are determined using numerical integration. ANCF finite elements will be used to model the soil deformation. ANCF Cholesky coordinates are employed leading to an identity inertia matrix associated with the Cholesky generalized coordinates [2]. The MBS system algorithm for solving the resulting tracked vehicle/soil dynamic equations is also described.

This paper is organized as follows. Section 2 highlights the state of the art of soil modeling from a vehicle/soil interaction viewpoint and discusses its main challenges. The Drucker-Prager yield function and its associative flow rule are detailed in Section 3. Section 4 describes some necessary modifications to the expressions shown in Section 3 aiming to include linear hardening of the plastic material; this section also provides some basic expressions for non-associative plastic flow. Section 5 gives an overview on the absolute nodal coordinate formulation (ANCF) and summarizes the definition of elastic-plastic material forces that will be used in the section of numerical results. Section 6 is devoted to analyzing the form and terms of the equations of motion, which include a MBS model of the tracked vehicle and its interaction with the elastic-plastic soil. The algorithms used for solving perfect and linear hardening plasticity are discussed in Section 7. The numerical results, contained in Section 8, analyze the motion of the vehicle and elastic-plastic deformation of the soil under the passage of a tracked vehicle. Several soil parameters are considered to determine their influence on the final deformation. Finally, conclusions and future work are summarized in Section 9.

2. SOIL MODELING CHALLENGES AND STATE OF THE ART

Developing a high fidelity vehicle/soil model is necessary in order to capture important details of the interaction between tires or tracks and soil. This can be a very challenging task, particularly if continuum-based soil models are used. When dealing with continuum-based soil models, the following issues must be addressed [1]:

Strength and deformation characteristics: Shearing of soil materials can have a significant impact on its deformation characteristics and shear strength. Due to interlocking effects, some soils demonstrate an increase in shear strength directly proportional to an increase in mean stress (or applied pressure). In contrast, sands often exhibit an increase in density as the interlocking behavior increases. Other phenomena, such as grain crushing or pore collapse, contribute to soil failure or yielding at very high mean stresses.

Plasticity behavior: Soils often exhibit a very small elastic region. Beyond or near the elastic limit the soil undergoes irreversible deformation. The inelastic behavior of soils differs between soil types and compositions of each type (amount of gasses and liquids present in the soil).

Strain-hardening/softening: A change in the size, shape, and location of the yield surface of the soil can indicate strain-hardening or strain softening behavior. Dense granular materials and over-consolidated clays exhibit strain-softening during dilation, while loose granular materials and normally consolidated clays exhibit strain-hardening during compaction.

Other issues of soil modeling, such as tensile strength, temperature dependency, and drainage effects, etc., can be important in particular simulation scenarios. Moreover, the particularities of the kinematics of plastic deformation require special attention to finite elements technology [3].

The simulation of the interaction between soft soil and vehicle (or vehicle components) has been studied by a number of researchers. For a summary of simulations composed of rigid and deformable tires on soft terrain, see [4] or [5]. Examples of finite element based simulation of terramechanics applications can be found in [6-12]. For an example of a full vehicle on soft soil refer to [13].

The main goal of this paper is to develop continuum mechanics-based soil models and discuss its integration with FE/MBS simulation algorithms. The paper also explains how this FE soil/MBS vehicle integration can be achieved. The literature is weak in this area because there are few investigations that are focused on the use of continuum-based soil mechanics in the study of the vehicle/terrain interaction. This weakness of the literature was supported by many facts as discussed by [1].

3. DRUCKER-PRAGER MODEL

In this section, the Drucker-Prager plasticity model used in this investigation is described. The Drucker-Prager model is based on the strain additive decomposition, and therefore, can be used in the case of small soil deformations [14].

Basic Plasticity Equations

The elastic constitutive equations used in this small deformation model are
\[ \sigma = E\varepsilon^e \]  

where \( \sigma \) is the second-order stress tensor, \( E \) is the fourth order tensor of elastic coefficients, and \( \varepsilon^e \) is the second order elastic Green-Lagrange strain tensor. Using the assumptions of the additive strain decomposition, one can write the total strain tensor \( \varepsilon \) as \( \varepsilon = \varepsilon^e + \varepsilon^p \), where \( \varepsilon^p \) is the second-order plastic strain tensor. The \textit{yield function} for the Drucker-Prager model can be written as [15]

\[ f = \frac{1}{\sqrt{3}} Q + \eta (P - P_0) \]  

In this yield function,

\[ P = Ke^e, \quad Q = \sqrt{6Ge^e} \]

where \( K \) is bulk modulus, \( G \) is the elastic shear modulus, \( P_0 \) is a constant of isotropic hardening parameter, \( \eta \) is a constant, \( P \) is the hydrostatic pressure, \( Q \) is a deviatoric stress invariant, \( e^e \) is the volumetric elastic strain, and \( e^e_s = \| e^e_s \| \) is the deviatoric elastic strain norm. Equation (2) defines a smooth surface in the principal stress space as displayed in Figure 1. The following equation shows some basic relations necessary to compute algorithmically Eqs. (2) and (3):

\[ P = \frac{1}{3} \text{tr}(\sigma), \quad Q = \sqrt{\frac{3}{2} \| \sigma - P I \|} = \sqrt{\frac{3}{2} \| S \|}. \]

\[ S = \sigma - P I, \quad e^e = \text{tr}(\varepsilon^e), \quad e^e_s = \varepsilon^e - \frac{1}{3} e^e I \]

where \( S \) is the deviatoric stress tensor.

The flow rule based on associative plasticity may be defined by the following relationship:

\[ \varepsilon^p = \gamma \frac{\partial f}{\partial \sigma} \]

in which \( \gamma \) is the consistency parameter or plastic multiplier rate.

**Figure 1:** Drucker-Prager yield surface in principal stress space and P-Q space.

---

**Solution Algorithm**

It is assumed that the total strain \( \varepsilon \) is known from the solution of the system equations of motion. Therefore, the system of plasticity equations that consist of the constitutive equations, the flow rule, and the yield function has the following unknowns: \( \sigma, \varepsilon^p \) and \( \gamma \). If the consistency parameter \( \gamma \) can be determined, the plastic strains \( \varepsilon^p \) can be determined using the flow rule. Knowing the plastic strains and the total strains, the elastic strains \( \varepsilon^e \) can be determined and used to evaluate the stress tensor \( \sigma \).

The efficient solution of the plasticity equations presented in this section can be accomplished by reducing these equations to one linear equation which can be solved for the consistency parameter. Note that

\[ e^e_s = \text{tr}(\varepsilon^e) = I : \varepsilon^e = I : (\varepsilon - \varepsilon^p) \]

and

\[ P = K (I : (\varepsilon - \varepsilon^p)) \]

One can also write

\[ e^e_s = \| e^e_s \| = \sqrt{\text{tr}(\varepsilon^e_s) - \varepsilon^e_s} = \sqrt{\varepsilon^e - \varepsilon^e_s} \]

which upon differentiation with respect to time leads to

\[ \varepsilon^p = \frac{1}{\| e^e_s \|} (e^e - e^e_p) \]

\[ = \frac{1}{\| e^e_s \|} (e^e_s - e^e_p) : \left( e^e_s - \left( \gamma f_a - \frac{1}{3} (I : \varepsilon^e) I \right) \right) \]

Using the flow rule, one has

\[ e^e_s = \frac{1}{\| e^e_s \|} (e^e_s - e^e_p) : \left( e^e_s - \left( \gamma f_a - \frac{1}{3} (I : \varepsilon^e) I \right) \right) \]

Using the yield function and the fact that in the plastic region \( \dot{\varepsilon} = 0 \), one has the following equation:

\[ \dot{f} = \frac{1}{\sqrt{3}} \dot{Q} + \eta \dot{P} = \sqrt{2G} \dot{e}^e + \eta K \dot{e}^e_s = 0 \]

The preceding two equations and the flow rule lead to

\[ F = \dot{f} = \sqrt{2G} \left( e^e_s - e^e_p \right) : \left( e^e_s - \left( \gamma f_a - \frac{1}{3} (I : \varepsilon^e) I \right) \right) \]

\[ + \eta K (I : (\varepsilon - \varepsilon^p)) = 0 \]

This equation can also be written as

\[ F = \left( e^e_s - e^e_p \right) : \left( e^e_s - \left( \gamma f_a - \frac{1}{3} (I : \varepsilon^e) I \right) \right) \]

\[ + \alpha \left( e^e_s - e^e_p \right) (I : (\varepsilon - \varepsilon^p)) = 0 \]

Dividing by \( e^e_s - e^e_p \), one has
\[ F = \left( \mathbf{n} : \left( \mathbf{e} - \left( \gamma f_a - \frac{1}{3} (1 : \gamma f_a) I \right) \right) \right) + \alpha \left( 1 : (\mathbf{e} - \gamma f_a) \right) = 0 \]  
\( \gamma = \frac{\mathbf{n} : \mathbf{e} + \alpha \mathbf{I} : \mathbf{e}}{\mathbf{n} : f_a + \frac{1}{3} (1 : f_a) \mathbf{n} : \mathbf{I} + \alpha \mathbf{I} : f_a} \)  
\( \sigma = E : \varepsilon', \quad \varepsilon'' = \beta \frac{\partial f}{\partial \sigma} \)  
\( \beta = \left( \mathbf{n} : f_a + \frac{1}{3} (1 : f_a) \mathbf{n} : \mathbf{I} + \alpha \mathbf{I} : f_a \right) \)  
\( \Delta \beta = (\beta)_{t} - (\beta)_{t-1} \)  
\[ \Delta \beta = \frac{\mathbf{n} : \Delta \mathbf{e} + \alpha \mathbf{I} : \Delta \mathbf{e}}{\mathbf{n} : f_a + \frac{1}{3} (1 : f_a) \mathbf{n} : \mathbf{I} + \alpha \mathbf{I} : f_a} \]  
\[ \mathbf{e} = \mathbf{e}', \quad \varepsilon'' = \beta \frac{\partial f}{\partial \sigma} \]  
An Alternate Approach

As another alternative to the procedure proposed in the preceding section for the solution of the Drucker-Prager plasticity equations, is described in this section. Nonetheless, similar results to Eq. (15) can be obtained.

By letting \( \gamma = \beta \), one has the following three rate equations:
selected as an appropriate measure of the strain. A typical selection for this hardening internal variable is the accumulated plastic strain defined as [14]

\[ \varepsilon_p(t) = \int_0^t \varepsilon^p : \dot{\varepsilon}^p \, dt = \int_0^t \sqrt[3]{3} \varepsilon^p \, dt \] (18)

At the smooth portion of the cone, the evolution of the accumulated plastic strain is given by [14]

\[ \dot{\varepsilon}_p = \xi \dot{\varepsilon} = \xi \beta \] (19)

where \( \xi \) is a material constant. Similarly, at the apex, the evolution of the accumulated plastic strain is governed by volumetric strain changes

\[ \dot{\varepsilon}_p = \frac{\xi}{\eta} \dot{\varepsilon}_p \] (20)

The above equations are taken as the definitions of the evolution of the hardening internal variable, the accumulated plastic strain, of associative hardening Drucker-Prager model. It is convenient for Drucker-Prager plasticity with hardening to formulate the yield function as an explicit function of the cohesion of the material. It is assumed that \( P = \xi c / \eta \), where \( c \) is the cohesion defined as the intercept of the Mohr-Coulomb failure envelope of the material with the shear axis (shown in Figure 1 for a Drucker-Prager yield surface). The dependence of the cohesion with accumulated plastic strain can be defined using the linear equation \( c(\varepsilon_p) = c_0 + H \varepsilon_p \), where \( c_0 \) and \( H \) are constants chosen to approximate experimentally obtained material hardening response. The modified yield function is then given by

\[ f = \frac{1}{\sqrt[3]{3}} Q + \eta \left( P - \xi c(\varepsilon_p) \right) \] (21)

This function can be written at the current time step as

\[ (f)_{n+1} = \frac{1}{\sqrt[3]{3}} (Q)_{n+1} + \eta \left( P_{n+1} - \frac{\xi c(\varepsilon_p)_{n+1}}{\eta} \right) \] (22)

The substitution of the return mapping update equations into the above equation results in

\[ (f)_{n+1} = \frac{1}{\sqrt[3]{3}} (Q^r - K^G \Delta \beta) \]

\[ + \eta \left( P^r - K^H (\Delta \beta) - \frac{\xi c(\varepsilon_p)_{n+1}}{\eta} \right) = 0 \] (23)

Substitution of the discretized flow rule, for the smooth portion of the cone, gives us a scalar equation in one unknown. The solution for \( \Delta \beta \) is

\[ \Delta \beta = \frac{\int_0^r (P^r - \xi c(\varepsilon_p)_{n+1}) \, dt}{(G + K^H \varepsilon^2)} \] (24)

Similarly for the apex of the Drucker-Prager cone, one has

\[ (f)_{n+1} = \frac{1}{\sqrt[3]{3}} (Q)_{n+1} + \eta \left( P_{n+1} - \frac{\xi c(\varepsilon_p)_{n+1}}{\eta} \right) = 0 \] (25)

Since at the apex \( (Q)_{n+1} = 0 \), the above equation reduces to

\[ (P)_{n+1} - \frac{\xi c(\varepsilon_p)_{n+1}}{\eta} = 0 \] (26)

Upon substitution of the return mapping update equations, it follows that

\[ (P^r - K^H \Delta \varepsilon_p) - \frac{\xi}{\eta} \left( c_0 + H \left( \varepsilon_p \right)_n + \frac{\xi}{\eta} \Delta \varepsilon_p \right) = 0 \] (27)

Substitution of the discretized flow rule, for the apex of the cone, leads to a scalar equation in one unknown. The solution for \( \Delta \varepsilon_p \) is

\[ \Delta \varepsilon_p = \frac{P^r - \frac{\xi}{\eta} \left( c_0 + H \left( \varepsilon_p \right)_n \right)}{H \left( \frac{\xi^2}{\eta} \right) + K} \] (28)

More details on the case of linear hardening are presented in Appendix B of this paper.

**Non-Associative Flow rule**

The over-prediction of dilation in soil materials can be mitigated by the consideration of a non-associative flow rule. Non-associative flow rules, in contrast to associative flow rules, do not require normal (perpendicular) return mapping to the yield surface. This non-normality violates the principle of maximum plastic dissipation, but is necessary to accurately predict dilation in soils. Replacing the flow rule with

\[ \dot{\varepsilon}^p = \gamma \frac{\partial g}{\partial \sigma} \] (29)

where \( g \) is normally taken to be a function analogous to the yield surface, and all other variables are as previously defined. In this instance, \( g \) is taken as

\[ g = \frac{1}{\sqrt[3]{3}} Q + \eta P + \bar{b} \] (30)

where \( \eta \) and \( \bar{b} \) are constants. For non-associative linear hardening flow, the increment of the plastic volumetric strain can be shown to be

\[ \Delta \varepsilon_p = \frac{P^r - \frac{\xi}{\eta} \left( c_0 + H \left( \varepsilon_p \right)_n \right)}{H \left( \frac{\xi^2}{\eta \eta} \right) + K} \] (31)
The plasticity algorithms presented below can be modified with the above considerations to account for non-associative material response.

5. ANCF IMPLEMENTATION

There are currently a number of commercial multibody simulation environments available to the public. While they offer a variety of useful features, most are not designed for large deformations and are not suitable for general constitutive modeling when structural finite elements are used. The simulation of tracked vehicle and terrain interaction requires a suitable computational framework to successfully resolve and study complex interfacial phenomena and their effect on the dynamics of a vehicle. Such a requirement can be met by using the FE absolute nodal coordinate formulation (ANCF) [18]. In the following section, the integration of ANCF/MBS and continuum-based soil models is discussed.

Absolute Nodal Coordinate Formulation

The absolute nodal coordinate formulation is a large-rotation and large-deformation finite element framework that imposes no restrictions on the amount of rotation or deformation within the finite element [18, 19]. Considering its simplicity and consistency with the nonlinear theory of continuum mechanics, it provides an appealing framework for studying a variety of phenomena which can be found in terramechanics applications.

ANCF finite elements employ absolute slopes and displacements at the nodal points as element nodal coordinates. The position vector \( \mathbf{r}' \) of an arbitrary point in an element \( j \) can be defined in a global coordinate system \( XYZ \) as \( \mathbf{r}' = \mathbf{S}'(x', y', z') \mathbf{e}'(t) \). This is the familiar multiplicative decomposition of the spatial and temporal dependence. \( \mathbf{S}' \) is the shape function matrix that describes the spatial dependence, and \( \mathbf{e}' \) is the vector of element nodal coordinates. The vectors of nodal coordinates of node \( k \), \( \mathbf{e}^k \), can be explicitly written as

\[
\mathbf{e}^k = \left[ \left( \mathbf{r}^k \right)^\top \left( \frac{\partial \mathbf{r}^k}{\partial x'} \right)^\top \left( \frac{\partial \mathbf{r}^k}{\partial y'} \right)^\top \left( \frac{\partial \mathbf{r}^k}{\partial z'} \right)^\top \right]^\top \tag{32}
\]

The shape function matrix for the ANCF brick element used in this investigation to model the soil can be written as [21]

\[
\mathbf{S}'(x', y', z') = \mathbf{S}'(\xi', \eta', \zeta') = [S_1 \mathbf{I} \ S_2 \mathbf{I} \ldots \ S_{32} \mathbf{I}] \tag{33}
\]

where \( \mathbf{I} \) is the \( 3 \times 3 \) identity matrix, \( \xi' = x'/a \), \( \eta' = y'/b \), \( \zeta' = z'/c \), \( a \) is the element length, \( b \) is the element width, \( c \) is the element height, and \( S_1 \) (where subscript \( A = 1, 2, \ldots, 32 \) are the 32 shape functions of the solid element. The fully parameterized ANCF solid elements used in this investigation ensure continuity of the gradients at the nodal points and can capture the geometric changes in the soil as it interacts with the vehicle. It can be shown that ANCF leads to zero Coriolis and centrifugal forces as well as constant inertia matrix [18]. Furthermore, the inertia matrix can always be written as \( \mathbf{M}' = \int_V \rho S'^\top S' dV' \), where \( \rho' \) and \( V' \) are, respectively, the mass density and reference volume of the finite element. ANCF finite elements allow for the use of a general continuum mechanics approach to define the Green-Lagrange strain tensor \( \mathbf{e} = (J'\mathbf{J} - \mathbf{I})/2 \), where \( \mathbf{J} \) is the matrix of position vector gradients. The Green-Lagrange strain tensor is used in the plasticity equations to predict the trial state. Based on the trial elastic state, a decision can be made as to whether material response should be updated to account for plastic effects. In the Drucker-Prager model discussed in the preceding sections, the elastic strain measures used are the volumetric strain invariant \( \varepsilon^e_v = (tr(e^e)) \) and the deviatoric strain invariant \( \varepsilon^e_d = \sqrt{2/3}(e^e - (1/3)e^e \mathbf{I}) \). It can be shown that in isotropic plasticity models such as this one that the trial principal directions are the same as the current principal directions. Hence the elastic strain tensor \( \mathbf{e}^e \) can be determined. In the Drucker-Prager model, the principal directions of the Cauchy stress tensor \( \mathbf{\sigma} \) are assumed to coincide with the principal directions of the elastic Green-Lagrange deformation tensor \( \mathbf{e}^e \) for small deformation.

Equations of Motion

For a finite element or a deformable body, the principle of virtual work can be written using the reference configuration as

\[
\int_V \rho \mathbf{r}' \delta \mathbf{r} dV + \oint_V \mathbf{r}' \mathbf{\sigma}_{p2} : \delta \mathbf{e} dV - \oint_V \mathbf{f}_i' \delta \mathbf{e} dV = 0. \tag{55}
\]

In this equation, \( V \) is the reference volume, \( \rho \) is the mass density, \( \mathbf{r} \) is the global position vector of an arbitrary point, \( \mathbf{\sigma}_{p2} \) is the second Piola Kirchhoff stress tensor, \( \mathbf{e} \) is the Green-Lagrange strain tensor, and \( \mathbf{f}_i \) is the vector of body forces. The second term in the preceding equation can be recognized as the virtual work of the internal forces. This equation can be rewritten to define the virtual work of the internal forces, that is \( \delta W_i = \oint_V \mathbf{r}' \mathbf{\sigma}_{p2} : \delta \mathbf{e} dV = \mathbf{Q}^i_e : \delta \mathbf{e} \), where \( \mathbf{\delta} \mathbf{e} \) is the virtual change in the nodal coordinates associated with a particular ANCF finite element or a body, and \( \mathbf{Q}^i_e \) is the vector of the generalized internal forces. The vector of internal forces often takes a fairly complicated form,
especially in the case of plasticity formulations, and is obtained using numerical integration methods. The principle of virtual work leads to the equations of motion $\mathbf{M}\ddot{\mathbf{e}} + \mathbf{Q}_a - \mathbf{Q}_f = 0$, where $\mathbf{M}$ is the constant symmetric mass matrix, and $\mathbf{Q}_a$ is the vector of applied body nodal forces. As previously mentioned, the plasticity equations of the Drucker-Prager model are formulated in terms of the invariants of the Green-Lagrange deformation tensor $\mathbf{e}'$ and the invariants of the Cauchy stress tensor $\mathbf{\sigma}$. These invariants are used in the formulation of the yield function, the flow rule, and the hardening law. The ANCF implementation allows for systematically developing the elasto-plastic for of such a Drucker-Prager model in a straightforward manner using fully parameterized ANCF solid elements. As previously explained, in the small deformation Drucker-Prager model discussed in this investigation as an implementation example, the yield function $f$ is expressed in terms of two invariants, the mean normal and deviatoric effective stress invariants, $P$ and $Q$, as $f = (1/\sqrt{3})Q + \eta(P - P_t)$, where $\eta$ is a material parameter, $P_t$ is a isotropic hardening parameter dependent on the accumulated plastic strain $\mathbf{e}^p$, $P = (1/3)\text{tr}(\mathbf{\sigma})$, $Q = \sqrt{3/2}||\mathbf{S}||$, and $\mathbf{S} = \mathbf{\sigma} - P\mathbf{I}$. In this model, the elastic shear and bulk modulus are defined as material constants which can be related to Young’s modulus and Poisson’s ratio. Fully parameterized ANCF finite elements as the solid element used in this investigation have a complete set of gradient vectors allowing for the evaluation of all components of the Green-Lagrange strain tensor as well as the components of the Second Piola-Kirchhoff stress tensor.

The Drucker-Prager model, as previously mentioned, leads to a constitutive model that has certain features that can be exploited in the design of the solution algorithm. The isotropic property, which is assumed in this model, makes the principal directions of Cauchy stress tensor $\mathbf{\sigma}$ the same as the principal directions of the elastic Green-Lagrange deformation tensor. As previously explained in this paper, the Drucker-Prager model analysis shows that if $\mathbf{e}'$, and $\mathbf{e}''$ are known, one can determine the mean normal and deviatoric effective stress invariants $P$ and $Q$. If $\mathbf{n}$ is known, then the Cauchy stress tensor $\mathbf{\sigma}$ can be calculated. This tensor can then be used with the Green-Lagrange strain tensor to formulate the ANCF force vector $\mathbf{Q}_f$. The procedure for determining $\mathbf{e}'$, $\mathbf{e}''$, and $\mathbf{n}$ using ANCF finite elements will be discussed in the following section.

\[ M_{rr} M_{rf} 0 & C_{q_z}^T & C_{q_z} \\ M_{fr} M_{ff} 0 & C_{q_f}^T & C_{q_f} \\ 0 0 M_{aa} & C_{q_a}^T & C_{q_a} \\ \lambda \] \[ \mathbf{q}_a \] = \[ Q_r \] \[ Q_f \] \[ Q_a \] (34)

where subscripts $r$, $f$, and $a$ refer, respectively, to reference, elastic, and absolute nodal coordinates, $M_{rr}$, $M_{rf}$, $M_{fr}$, $M_{ff}$ are the inertia sub-matrices that appear in the floating frame of reference (FFR) formulation, $M_{aa}$ is the ANCF constant symmetric mass matrix, $C_i$ is the constraint Jacobian matrix, $\lambda$ is the vector of Lagrange multipliers which can be used to determine the constraint forces. Such equations can be expressed in matrix form as

\[ Q_r = \mathbf{M} \mathbf{q}_a + \mathbf{Q}_a + \mathbf{Q}_f + \lambda \]
multipliers, \( Q_r \), \( Q_f \), and \( Q_a \) are the generalized forces associated with the reference, elastic, and absolute nodal coordinates, respectively, and \( Q_e \) is a quadratic velocity vector that results from the differentiation of the kinematic constraint equations twice with respect to time, that is \( C_q \dot{q} = Q_e \). The generalized coordinates \( q_r \) and \( q_f \) are used in the FFR formulation to describe the motion of rigid and flexible bodies that experience small deformations. In the numerical results section of this investigation, no FFR flexible coordinates are used; therefore, the reference coordinates vector \( q_r \) contains the Cartesian location and global orientation of the bodies parameterized using Euler parameters. The vector \( q_a \) is the vector of absolute nodal coordinates used to describe the motion of flexible bodies that may undergo large rigid body displacements and rotations as well as large and plastic deformations as in the case of soils.

\[ \text{Figure 3: Schematic drawing of the interaction of an Armored Personnel Carrier and deformable, flat soil (dimensions 12m x 6m x 2m).} \]

The vector \( q_e \) includes the ANCF coordinates, which can be the nodal coordinates \( e \) of all ANCF bodies including the ANCF soil coordinates or the ANCF Cholesky coordinates. Similarly, the mass matrix \( M_{aa} \) includes the soil inertia matrix as well as the inertia of the vehicle components modeled using ANCF finite elements. This mass matrix can be made into an identity mass matrix using Cholesky coordinates, leading to an optimum sparse matrix structure. To this end, the Cholesky transformation \( B_c \) is used to write the nodal coordinates \( e \) in terms of the Cholesky coordinates \( p \) as \( e = B_c p \). Using this Cholesky transformation, the mass matrix \( M_{aa} \) reduces to an identity mass matrix [20]. The generalized force vector \( Q_a \) includes also the contributions of the external and internal forces, \( Q_r \) and \( Q_f \), respectively. The vectors \( Q_e \) and \( Q_a \) account for the vehicle/soil interaction forces.

The solution of the augmented matrix form of the equations of motion defines the vector of accelerations and Lagrange multipliers. The independent accelerations can be integrated to determine the coordinates and velocities including those of the soil. The soil coordinates can be used to determine the total strain components that enter into the formulation of the soil constitutive equations. Knowing the strains, the soil properties, yield function, and the flow rule; the state of soil deformation (elastic or plastic) can be determined as previously discussed in this paper. Knowing the state of deformation, the constitutive model appropriate for this state can be used to determine the elasto-plastic force vector \( Q_s \). Therefore, the structure of the augmented equations of motion allows for systematically integrating soil models into MBS algorithms used in the virtual prototyping of complex vehicle systems.

**Solution of the Soil Plasticity Equations**

As explained in the preceding section, in the Drucker-Prager model [14], one needs to determine \( \epsilon^e \) and \( \epsilon^s \), which can be used to determine the mean normal and deviatoric effective stress invariants \( P \) and \( Q \). If \( \hat{n} \) is known then the Cauchy stress tensor \( \sigma \) can be calculated. This tensor can then be used with the Green-Lagrange strain tensor to formulate the ANCF force vector \( Q_a \). In this section, the procedure for determining \( \epsilon^e \), \( \epsilon^s \), and \( \hat{n} \) will be discussed.

Using the ANCF coordinates at the current time step, the matrix of position vector gradients \( J \) can be evaluated. In order to solve the Drucker-Prager plasticity equations, one defines the trial elastic Cauchy-Green Lagrange deformation tensor \( (\epsilon^e)^\nu = \epsilon - (\epsilon^e)^e \), where subscript \( n \) refers to previous time step. Clearly, using ANCF coordinates at the current time step, one can evaluate \( (\epsilon^e)^\nu \). In the Drucker-Prager model, it is known that the principal directions of \( \epsilon^e \) are the same as the principal directions of \( \epsilon \). Similarly, \( \hat{n}^\nu \) can be shown to be the same as \( \hat{n} \). Therefore, the solution of the plasticity equations is complete if \( \epsilon^e \) and \( \epsilon^s \) are determined along with the consistency parameter and the accumulated plastic strain \( \bar{\epsilon}^p \).

As previously mentioned, the rate form of the constitutive equations can, in general, be used with other plasticity equations to define a set of differential equations that can be integrated using implicit integration methods or the return
mapping algorithm. As previously discussed, in the linear hardening Drucker-Prager model, the flow rule employed in this investigation is \( \dot{\varepsilon} = \beta (\dot{f} / \dot{\sigma}) \) and the hardening law is \( \dot{\varepsilon}^p = \xi_f \dot{\varepsilon}^p \) [14]. Using the assumption of the associative plasticity, the discrete flow rule and hardening law at time \( t_{n+1} \) for implicit time integration can be written as

\[
\begin{align*}
(P)_{n+1} &= P^e - K\eta \Delta \beta, \\
(\varepsilon^p)_{n+1} &= (\varepsilon^p)_{n} + (\Delta \beta)(f_n)_{n+1}, \\
(\varepsilon^p)_{n+1} &= (\varepsilon^p)_{n} + \xi(\Delta \beta), \\
(\Delta \beta)(f)_{n+1} &= 0
\end{align*}
\]

These equations are linear in \( \Delta \beta \) and by the application of the discrete consistency condition \( (f)_{n+1} = 0 \), a closed form solution for the plastic multiplier \( \Delta \beta \) can be found in the case of Drucker-Prager plasticity with linear isotropic hardening, as previously explained.

7. COMPUTATIONAL ALGORITHMS

In this section, the use of the return mapping algorithm to solve the Drucker-Prager plasticity equations in both cases of perfect plasticity and linear hardening is discussed.

**Perfect Plasticity**

The steps of the algorithm for Drucker-Prager perfect plasticity are as follows:

1. The total strain \( \varepsilon \) at the current configuration is assumed to be known from the numerical solution of the system equations of motion. The plastic strain \( \varepsilon^p \) is stored from the previous time step \( n \).

2. A prediction of the elastic strain as \( \varepsilon^e = \varepsilon - \varepsilon^p \) is made. Using this prediction, the trial elastic response is split into deviatoric and volumetric components \( \varepsilon^e_v = \text{tr} \left( \varepsilon^e \right) \) and \( \varepsilon^e_i = \varepsilon^e - (1/3) \varepsilon^e_v \mathbf{1} \), respectively. One can also evaluate \( \hat{\mathbf{n}} = \varepsilon^e / \| \varepsilon^e \| \) and \( \varepsilon^e = \| \varepsilon^e \| \).

3. The hydrostatic pressure \( P \) and the deviatoric stress invariant \( Q \) can be evaluated as \( P = K\varepsilon^e_v \) and \( Q = \sqrt{6}G\varepsilon^e_i \), respectively.

4. Using the hydrostatic pressure \( P \) and the deviatoric stress \( Q \), the yield function can be evaluated as \( f = (1/\sqrt{3})Q + \eta(P - P_t) \). Using this yield function one can check whether or not \( f > 0 \). If \( f > 0 \) is satisfied, the plasticity equations are solved using the return mapping algorithm, otherwise the stress state is in elastic region.

5. If \( f > 0 \), assume the return mapping is for the smooth portion of the cone, that is \( \Delta \beta = f / (G + K\eta) \). In the computational algorithm used in this investigation, \( c \) is assumed constant, and therefore, the accumulated plastic strain is not used to update \( c \). The plastic correction equations are used to determine the updated hydrostatic pressure and deviatoric stress as \( P = P - K\eta \Delta \beta \), and \( Q = Q - \sqrt{3}G \Delta \beta \), respectively.

6. Since \( Q \) has to remain positive, this condition must be checked. If \( Q < 0 \), set \( Q = 0 \) and \( P = P_t \) to return to the apex of the Drucker-Prager cone.

7. Using the information available, one can compute \( \varepsilon^e_v = P/K \) and \( \varepsilon^e_i = Q/\sqrt{6}G \). The elastic strain tensor can then be evaluated as \( \varepsilon^e = (1/3) \varepsilon^e_v \mathbf{1} + \varepsilon^e_i \hat{\mathbf{n}} \), from which the plastic strain tensor can be evaluated as \( \varepsilon^p = \varepsilon - \varepsilon^e \). The stress tensor can also be obtained using the equation \( \sigma = P\mathbf{I} + (\sqrt{2/3})Q \hat{\mathbf{n}} \).

**Linear Hardening**

The computational algorithm given above for perfect plasticity can be modified to account for linear hardening as follows. First, it is assumed that the accumulated plastic strain from the previous time step is known. Then steps 4 - 6 of the perfect plasticity algorithm are replaced with the following analogous versions:

4. Using the hydrostatic pressure \( P \) and the deviatoric stress \( Q \), the yield function can be evaluated as \( f = 1/\sqrt{3}Q + \eta(P - P_t + (\xi c(\varepsilon^p)/(\eta))) \). Using this yield function one can check whether or not \( f > 0 \). If \( f > 0 \) is satisfied, the plasticity equations are solved using the return mapping algorithm, otherwise elastic region is assumed.
5. If \( f > 0 \), assume the return mapping is for the smooth portion of the cone, that is 
\[
\Delta \beta = f^n \left/ \left( G + K \eta^2 + \varepsilon H \right) \right. 
\]
The accumulated plastic strain is updated using the equation 
\[
\left( \overline{\varepsilon} \right)_{n+1} = \left( \overline{\varepsilon} \right)_{n} + \xi \Delta \beta 
\]
and stored for use in the next time step. The plastic correction equations are used to determine the updated hydrostatic pressure and deviatoric stress as 
\[
P = P - K \eta \Delta \beta, \quad \text{and} \quad Q = Q - \sqrt{3} G \Delta \beta , \text{ respectively.}
\]
6. Since \( Q \) has to remain positive, this condition must be checked. If \( Q < 0 \), set \( Q = 0 \) and 
\[
\left( P \right)_{n+1} = \xi \left( \overline{\varepsilon} \right)_{n+1} / \eta 
\]
to return to the apex of the Drucker-Prager cone (see Figure 1). In this paper, 
\[
\Delta \varepsilon^e = \left( P^n - \xi \left( c_0 + H \left( \overline{\varepsilon} \right)_{n} \right) / \eta \right) / \left( H \left( \frac{\varepsilon}{\eta} \right)^2 + K \right)
\]
is used to update 
\[
e^c \left( \overline{\varepsilon} \right)_{n+1} = c_0 + H \left( \overline{\varepsilon} \right)_{n+1},
\]
where 
\[
\left( \overline{\varepsilon} \right)_{n+1} = \left( \overline{\varepsilon} \right)_{n} + \left( \xi / \eta \right) (\Delta \varepsilon^e).
\]

8. NUMERICAL RESULTS

In this section, the integration of the Drucker-Prager soil model and MBS algorithms is demonstrated. This computer implementation is used to study the nonlinear dynamic interaction of an armored personnel carrier and a dynamic soil model composed of ANCF 8-noded brick elements [21]. The soil, whose dimensions are 12 m x 6 m x 2 m (length by width by height), is composed of 36 ANCF brick elements each of which has dimensions 1m x 2m x 2m. It is worth mentioning that ANCF elements, due to their order of interpolation, possess a significant number of deformation modes, which results in a smoother approximation of the displacement and strain fields. Drucker-Prager parameters used for the soil model are shown in Table 1. A detailed MBS tracked vehicle model [22] which interacts with the soil through contact forces between the track links and the ground is used (see Figure 2). The motion of the vehicle and the elasto-plastic deformation of the soil are coupled online and solved using the solution procedure described previously in this paper. A penalty method and dry friction are used to compute contact forces which couple vehicle and soil. A schematic view of the coupled system is shown in Figure 3. The system of differential-algebraic equations was integrated numerically using an explicit, variable time step Adams-Bashforth scheme with a maximum time step of 0.001 seconds. The simulations were performed on an Intel Core i7-2600 at 3.40 GHz using serial computations, and the CPU time ranged from 15h to 18h (see Table 2 for more details). All the simulations presented in this section are performed using the software SIGMA/SAMS (Systematic Integration of Geometric Modeling and Analysis for the Simulation of Articulated Mechanical Systems).

**Geometric and Computational Ratios**

The integration of continuum-based soil and multibody models of vehicles presented in this paper aims at providing accurate, fast simulations to users. The speed and accuracy of the simulations are influenced by the size of the finite elements composing the soil. Currently, the volume of the ANCF finite elements used to model the soil is 4m³, whereas smaller volume is necessary to capture more accurate interaction between track links and soil, i.e., the brick element size must be at least comparable to the width of the vehicle track links. This aspect is called here geometric ratio. Moreover, the computational ratio, that is, the ratio between CPU time and simulation time, gives important information regarding the time necessary to run a specific simulation. This ratio is paramount for design and analysis stages. Both the geometric and the computational ratios may be found in Table 2.

**Vehicle Motion**

Using computational MBS simulations, the vehicle drawbar pull, the overall slip, and the contact forces can be analyzed for different motion and load scenarios. In this study, the motion of the vehicle is assumed to be the result of velocity constraints applied to the relative rotation of the vehicle sprockets with respect to the chassis.

**Table 1:** Parameters of the soil for simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Simul. 1</th>
<th>Simul. 2</th>
<th>Simul. 3</th>
<th>Simul. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulus of Elasticity (E, MPa)</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
</tr>
<tr>
<td>Shear Modulus (G, MPa)</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
</tr>
<tr>
<td>Density (( \rho, \text{kg/m}^3 ))</td>
<td>1760</td>
<td>1760</td>
<td>2000</td>
<td>1900</td>
</tr>
<tr>
<td>Cohesion (c, kPa)</td>
<td>3</td>
<td>0.01</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Plastic Modulus (H, kPa)</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Friction angle (( \phi, ^\circ ))</td>
<td>35</td>
<td>50</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Dilatancy angle (( \psi, ^\circ ))</td>
<td>1.5</td>
<td>3.5</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Formulation</td>
<td>Elastic</td>
<td>Drucker-Prager</td>
<td>Drucker-Prager</td>
<td>Drucker-Prager</td>
</tr>
<tr>
<td>Soil type</td>
<td>Clayey sands</td>
<td>Dense sandy gravels</td>
<td>Inorganic and silty clays</td>
<td></td>
</tr>
</tbody>
</table>
defines the drawbar pull available at
volume/desired (actual element Geometric ratio
time) /Simulation Computational Hardware
Relative error
(1-12)
(1-12)
(1-12)
(1-12)
Max. step size (variable step in seconds) 0.001 0.001 0.001 0.001
Absolute error $10^{-4} \times 10^{-4} \times 10^{-4} \times 10^{-4}$
Relative error $10^{-4} \times 10^{-4} \times 10^{-4} \times 10^{-4}$
Hardware configuration Sequential at 3.40GHz (CPU) Sequential at 3.40GHz (CPU) Sequential at 3.40GHz (CPU) Sequential at 3.40GHz (CPU)
Computational ratio (CPU time/Simulation time) 5164.4 6419.1 5717.8 6076.4
Geometric ratio (actual element volume/desired element volume) ~10,000 ~10,000 ~10,000 ~10,000

Figure 4 shows the forward position of the tracked vehicle model developed by [22] in the case of motion over four different types of soil described in Table 1. No significant differences in the forward position results are observed for the soil parameters chosen, which indicates that the overall vehicle slip is low during the simulation. Figure 5 shows the evolution of the absolute angular velocity of the left sprocket when different terrains are used. The sinkage of the APC (calculated as the vertical position of the chassis center of mass) is shown in Figure 6. It is clear from the results presented in this figure that the sinkage occurs sooner for softer soils. The sinkage shown in Figure 6 is computed by solving the fully coupled contact problem between elasto-plastic soil and the track links.

In developing a MBS model for this vehicle, the vehicle forward motion can be produced by applying sprocket velocity constraints or a variable moment that represents the engine torque. In this investigation, sprocket velocity constraints are used. The driving velocity constraint torque can be calculated using Lagrange multipliers (see Eq. (34)). The solution for this torque can be oscillatory due to several factors that include the vehicle settlement and the contact forces between the track links and sprocket and ground. Even though these constraints are the same for all terrain types, variables like the drawbar pull and slip will have different behavior. If the transmission efficiency is not considered, the drawbar pull equation can be approximated as [23]

\[ F_d = F - R = \frac{m_v a_v}{1-i} \]  
(36)

where \( F \) is the thrust, \( R \) denotes the sum of the resistance forces, \( i \) is the slip, \( F_d \) defines the drawbar pull available at a certain instant of the simulation, \( m_v \) is the vehicle chassis mass (\( m_v = 5,490 \text{ kg} \)) and \( a_v \) denotes the overall acceleration of the vehicle. Equation (36) implies that the drawbar pull is only used in the simulations to accelerate the APC. In the cases presented in this paper, the resistance forces are the result of the interaction between the track links and the continuum soil. The computation of all the soil resistance forces for a detailed MBS/FE model is laborious due to the need for developing the proper output data from each contact point. Since the current code does not feature a contact force postprocessor, overall equilibrium equations, similar to Eq. (36), can be used as an approximation to evaluate the drawbar pull. The drawbar power \( P_d \) can be calculated as

\[ P_d = F_d V = (F - R) V (1-i) \]  
(37)

where \( V \) is the linear velocity of the sprocket. In this investigation, very high frequencies as the result of the contact forces are filtered out using a 10 Hz low pass filter in order to define mean values for the drawbar pull. The results of Figure 7, which depict the driving force (thrust) for the different types of soil, show that the period in which the vehicle is accelerating requires a larger average driving force, whereas at the end of the simulation, when steady state is reached, the thrust is significantly lower. For clayey soils, there is a tendency to having more oscillating thrust. This behavior may be caused by a more unstable behavior when the vehicle negotiates the soil.

The APC overall slip may be approximately defined as the ratio between the forward speed of the chassis center of mass and the linear velocity of the sprockets. It is important to point out that the initial slip can be misleading due to the initial settlement of the vehicle. For that reason, Figure 8 shows the temporal evolution of the APC performance for different soils after settlement configuration is reached. In all cases, the values of overall slip \( i \) are close to zero, which indicates a very low slippage between the tracks and the soil when overall acceleration values are kept small, i.e. when forward velocity is approximately constant (see Figure 6 for sprocket rotational velocity). The time history of the tracked vehicle drawbar pull for the simulations described in Table 1 is shown in Figure 9. The results of this figure show that the drawbar pull mainly contributes to accelerating the vehicle (from 3s to 7.5s) and it remains positive when the vehicle forward velocity is constant (from 7.5s to 10s) in order to balance soil resistance forces.
Figure 4: Forward position of the chassis center of mass. (—Elastic, ——Clayey sand, —Dense gravels, ———Silty clays)

Figure 5: Sprocket rotational velocity. (—Elastic, ——Clayey sand, —Dense gravels, ———Silty clays)

Figure 6: Sinkage of the chassis center of mass. (—Elastic, ——Clayey sand, —Dense gravels, ———Silty clays)

Figure 7: Thrusted vehicle thrust. (—Elastic, ——Clayey sand, —Dense gravels, ———Silty clays)

Figure 8: Tracked vehicle slip. (—Elastic, ——Clayey sand, —Dense gravels, ———Silty clays)

Figure 9: Drawbar pull. (—Elastic, ——Clayey sand, —Dense gravels, ———Silty clays)
Deformation of the Soil

The Drucker-Prager implementation described in this paper may be considered as a first approach to describe the behavior of a variety of soils (sand, clay, etc.) in their interaction with a detailed tracked vehicle model. Softer soil will cause the vehicle to sink under its own weight, whereas harder soils will allow the vehicle to move without great difficulty. This behavior may be assessed qualitatively through Figures 10-13, which display the vertical displacement of the soil surface corresponding to the four simulations of Table 1 and the size of the brick elements marked with dashed gray lines. For elastic soil (see Figure 10), it may be observed that the tracks prints move under the vehicle as it runs forward (vehicle’s position is marked with a dashed black rectangle). In this case, the soil displacement is fully recoverable and the displacements are on the order of the millimeter. Figures 11-13 show the evolution of soil sinkage at certain time steps as the vehicle moves forward. At the beginning of the simulation, the vehicle settles on the soil such that larger contact forces are generated. This may be seen in the results of the simulations of elastic-plastic soil (see Figures 11-13): initial settlement may cause significant permanent deformation in the soil, which is more noticeable in Figure 13, in which initial permanent deformation is pronounced. The lower the cohesion value and the softer the soil’s plastic behavior, the larger the permanent deformation becomes. Sandy soil deformation concentrates more underneath the tracks (see Figure 12), whereas clayey terrain tends to distribute more the deformation due to the effect of larger cohesion. The sinkage of the vehicle may bring up undesired consequences for its mobility.

Normal pressure plots may be obtained from the simulation in order to assess the pressure distribution in the soil. Figure 14 shows several snapshots of the distribution of normal pressure on the soil surface for various time steps. Analogous plots to Figure 14 may be generated for other sections of the soil other than the surface, thus allowing one to analyze three-dimensional soil normal pressure distributions. The full coupling between vehicle-soil dynamics enables to study the system dynamics with few simplifying assumptions, thereby making it possible to identify high pressure regions caused by inertial interaction.

Figure 10: Elastic soil sinkage over time (in meters).
Figure 11: Clayey sands soil sinkage in meters (Drucker-Prager).

Figure 12: Dense sandy gravels soil sinkage in meters (Drucker-Prager).
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Figure 13: Silty clays soil sinkage in meters (Drucker-Prager).

Figure 14: Elastic soil normal pressure on the surface in Pa (positive pressure means compression).
9. SUMMARY AND CONCLUSIONS

In this paper, the formulation and implementation of an inelastic continuum-based soil model in a general multibody system (MBS) simulation environment is developed. Such a new computational environment will allow for the simulation of the complex and dynamic vehicle-soil interactions. The soil model is developed using ANCF finite elements. A Drucker-Prager plasticity material is used to model the constitutive behavior of the soil. As mentioned in the paper, the Drucker-Prager plasticity models are suitable for the simulation of a number of types of soils and offer a good starting point for computational plasticity in terramechanics applications. Such higher fidelity terramechanics simulations can be fruitfully applied towards the investigation of complex dynamic phenomena in terramechanics. The proposed ANCF/Drucker-Prager soil model is currently being subjected to further testing and improvements in the MBS computer code SIGMA/SAMS. The simulation of higher fidelity soil models and the consideration of flexible track links in the vehicle-soil interaction remain as topics of research for future work. Likewise, there is a need for finer meshes in order to capture the soil pressure produced by each roller in the vehicle. Furthermore, the development of ANCF finite elements specially devised for plasticity formulations and contact interaction is another field of research with a great number of applications in vehicle/soil interaction, which can be exploited in the near future. The simulation of the full coupling between tracked vehicle and soil opens up a range of possibilities for the improvement of design and study of wide variety of scenarios. Further investigation may also be aimed at refining soil models and more detailed analysis of vehicle performance and soil behavior.
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APPENDIX A

Perfect Plasticity

It is shown in this appendix that $\mathbf{\dot{n}}$ and $f_\sigma^\eta$ can be evaluated from information obtained from the previous step defined by the subscript $n$. This result allows reducing the plasticity equations to one linear algebraic equation that can be solved for the consistency parameter $\gamma$ which is assumed to be the same as $\dot{\beta}$.

A.1 Yield Function

Using the flow rule $\mathbf{\dot{\varepsilon}}^p = \gamma(\partial f / \partial \mathbf{\sigma})$ and the assumption of the additive decomposition of the strain $\mathbf{\varepsilon} = \mathbf{\varepsilon}^e + \mathbf{\varepsilon}^p$, the deviatoric elastic strain at the current state can be expressed in terms of the deviatoric elastic strain at the previous step referred to as $n$ as

$$\mathbf{\varepsilon}_n^p = (\mathbf{\varepsilon}_n^e)^\tau + \Delta \mathbf{\varepsilon}_n^p = (\mathbf{\varepsilon}_n^e)^\tau + \Delta \mathbf{\varepsilon}_n^e = (\mathbf{\varepsilon}_n^e)^\tau - (\gamma \mathbf{\Delta}) (f_n^\eta),$$  \hspace{1cm} (A.1)

where $(\mathbf{\varepsilon}_n^e)^\tau = (\mathbf{\varepsilon}_n^e)^\tau + \Delta \mathbf{\varepsilon}_n^e$. The yield function can be written as

$$f = \frac{1}{\sqrt{3}}Q + \eta(P - P_t) = \sqrt{J_2} + \eta(P - P_t)$$  \hspace{1cm} (A.2)

It follows that

$$\dot{f} = \frac{\partial f}{\partial J_2} \dot{J}_2 + \frac{\partial f}{\partial \mathbf{\sigma}} \dot{\mathbf{\sigma}} + \frac{\partial f}{\partial P} \dot{P}$$

$$= \frac{1}{2\sqrt{J_2}} \left( \frac{\partial J_2}{\partial \mathbf{\sigma}} : \dot{\mathbf{\sigma}} \right) + \eta \left( \frac{\partial \mathbf{\sigma}}{\partial \mathbf{\sigma}} : \dot{\mathbf{\sigma}} \right)$$  \hspace{1cm} (A.3)

Using the identities

$$J_2 = \frac{1}{2} (\mathbf{S} : \mathbf{S}), \quad \frac{\partial J_2}{\partial \mathbf{\sigma}} = \mathbf{S}, \quad \frac{\partial P}{\partial \mathbf{\sigma}} = \frac{1}{3} \mathbf{I}$$  \hspace{1cm} (A.4)

where $\mathbf{S} = \mathbf{\sigma} - P \mathbf{I}$ is the deviatoric stress tensor, it follows that

$$\dot{f} = \frac{1}{2\sqrt{J_2}} (\mathbf{S} : \dot{\mathbf{\sigma}}) + \eta (\mathbf{I} : \dot{\mathbf{\sigma}}) = 0$$  \hspace{1cm} (A.5)

This is a scalar rate equation expressed in terms of the stress tensor rate.

A.2 Stresses

The stress tensor can be written as

$$\mathbf{\sigma} = \mathbf{P} + \mathbf{S} = 3K \mathbf{\varepsilon}_n^e + 2G \mathbf{\varepsilon}_n^p$$

$$= 3K (\mathbf{\varepsilon}_n^e - \mathbf{\varepsilon}_n^e) + 2G (\mathbf{\varepsilon}_n^e - \mathbf{\varepsilon}_n^p)$$  \hspace{1cm} (A.6)

In this equation, $\mathbf{\varepsilon}_n^e = (1/3) \mathbf{\varepsilon}_n^e \mathbf{I}$, where $\mathbf{\varepsilon}_n^e = \text{tr} (\mathbf{\varepsilon}_n^e)$, and $\mathbf{\varepsilon}_n^p = \mathbf{\varepsilon}_n^e - (1/3) \mathbf{\varepsilon}_n^e \mathbf{I}$. The deviatoric stress tensor $\mathbf{S}$ can be written as
\[
S = 2G(e_{\varepsilon} - e_{\varepsilon}^p) = 2Ge_{\varepsilon}^p \quad (A.7)
\]

This equation shows that the tensors \(S\) and \(e_{\varepsilon}^p\) are in the same direction and they vary by a scalar multiplier. Using the preceding equation and the definition of \(f_a\) given in Eq. (A.12) below, one can write
\[
S = (S)_{a} + 2G(\Delta e_{\varepsilon} - \Delta e_{\varepsilon}^p) = (S)_{a} + 2G(\gamma T)(f_a), \quad (A.8)
\]
\[
S = S^o - \frac{G(\gamma T)}{J^2}S
\]

where the tensor \(S^o = (S)_{a} + 2G\Delta e_{\varepsilon}\). The preceding equation shows that
\[
\left(1 + \frac{G(\gamma T)}{\sqrt{J^2}}\right)S = S^o \quad (A.9)
\]

It follows that \(S, S^o\), and \(e_{\varepsilon}^p\) are in the same direction and
\[
\hat{n} = \frac{S}{\|S\|} = \frac{e_{\varepsilon}^p}{\|e_{\varepsilon}^p\|} = \frac{S^o}{\|S^o\|} \quad (A.10)
\]

Using the fact that \(\|S\| = \sqrt{J_2}\) and \(\|S^o\| = \sqrt{J^2_2}\), one has
\[
\frac{S}{\sqrt{J_2}} = \frac{S^o}{\sqrt{J^2_2}} \quad (A.11)
\]

Using the Drucker-Prager yield function, one can then write
\[
f_a = \frac{\partial f}{\partial \sigma} = \frac{S}{2\sqrt{J_2}} + \frac{\eta}{3}I = \frac{S^o}{2\sqrt{J^2_2}} + \frac{\eta}{3}I \quad (A.12)
\]

The analysis presented in this appendix shows that \(\hat{n}\) and \(f_a\) can be evaluated using the trial state which is based on results obtained from the previous step. Using Eqs. (A.8) and (A.11), one also has
\[
S = S^o - \frac{G(\gamma T)}{J^2_2}S = \left(1 - \frac{G(\gamma T)}{J^2_2}\right)S^o \quad (A.13)
\]

This identity is used in the development presented in this paper.

**A.3 Hydrostatic Pressure \(P\)**

The following equation can be written for the hydrostatic pressure \(P\)
\[
\dot{P} = 3K(e_{\varepsilon} - e_{\varepsilon}^p) \quad (A.14)
\]

It follows that
\[
(P)_{a1} = (P)_{a} + 3K\Delta e_{\varepsilon} - 3K\Delta e_{\varepsilon}^p \quad (A.15)
\]

One can define \(P^o = (P)_{a} + 3K\Delta e_{\varepsilon}^p\). Using this definition, Eq. (A.15) can be written as
\[
(P)_{a1} = P^o I + 3K\Delta e_{\varepsilon} \quad (A.16)
\]

Using Eq. (A.12), one has \(I : f_a = \eta/3\). It follows that
\[
(P)_{a1} = P^o I - K\eta I, \quad (A.17)
\]

In this equation, \(\Delta \beta = \gamma \Delta t\).

### APPENDIX B Linear Hardening

In this appendix, the details of the derivation of the basic equations used to develop the computational algorithm in the case of linear hardening are provided.

#### B.1 Smooth Portion of Cone

The accumulated plastic strain can be written as \(\varepsilon_{\varepsilon}^p = \xi \gamma = \xi \beta\). It follows that \(\Delta \varepsilon_{\varepsilon}^p = \xi \Delta \beta\). This leads to
\[
\varepsilon_{\varepsilon}^p = (\varepsilon_{\varepsilon}^p)_{a} + \xi \Delta \beta \quad (B.1)
\]

The cohesion coefficient can be written as \(c(\varepsilon_{\varepsilon}^p) = c_0 + H\varepsilon_{\varepsilon}^p\). It follows that \(c[(\varepsilon_{\varepsilon}^p)_{a}] = c_0 + H(\varepsilon_{\varepsilon}^p)_{a}\), which leads to
\[
c[(\varepsilon_{\varepsilon}^p)_{a}] = c_0 + H[(\varepsilon_{\varepsilon}^p)_{a}] + \xi \Delta \beta \quad (B.2)
\]

Substituting in the yield function leads to
\[
(f)_{a1} = \frac{1}{\sqrt{3}}(Q)_{a1} + \eta \left(\frac{P_{a1} - \xi c[(\varepsilon_{\varepsilon}^p)_{a}]}{\eta}\right) = 0 \quad (B.3)
\]

This equation can be written in terms \(P^o\) and \(Q^o\) as
\[
(f)_{a1} = \frac{1}{\sqrt{3}}(Q^o - \sqrt{3}G\Delta \beta) + \eta \left(\frac{P^o - K\eta (\Delta \beta)}{\eta}\right) = 0 \quad (B.4)
\]

which upon the use of Eq. (B.2) leads to
\[
(f)_{a1} = \frac{1}{\sqrt{3}}(Q^o - G\Delta \beta + \eta P^o - K\eta (\Delta \beta)) \quad (B.5)
\]

or
\[
(G + K\eta^2 + \xi^2 H)\Delta \beta = \frac{1}{\sqrt{3}}(Q^o + \eta P^o) - \xi c_0 \quad (B.6)
\]

This equation can be solved for \(\Delta \beta\) as
\[ \Delta \beta = \frac{1}{\sqrt{3}} \left[ \frac{Q' + \eta P' - \xi c_0 - \xi H (\bar{e}^p)_{n+1}}{(G + K \eta^2 + \xi^2 H)} \right] \]  
\[ = \frac{1}{\sqrt{3}} \left[ \frac{Q' + \eta P' - \xi c (\bar{e}^p)_{n+1}}{(G + K \eta^2 + \xi^2 H)} \right] \tag{B.7} \]

One can show that this equation leads to

\[ \Delta \beta = \frac{1}{\sqrt{3}} \left( \frac{Q' + \eta P' - \xi c (\bar{e}^p)_{n+1}}{(G + K \eta^2 + \xi^2 H)} \right) = \frac{f'}{(G + K \eta^2 + \xi^2 H)} \tag{B.8} \]

### B.2 Apex of Cone

At the apex of the cone, one has \( \bar{e}^p = (\xi \eta) \bar{e}^p \), which can be used to write \( \Delta \bar{e}^p = (\xi \eta) \Delta e^p \). It follows that

\[ (\bar{e}^p)_{n+1} = (\bar{e}^p)_n + \frac{\xi}{\eta} \Delta e^p \tag{B.9} \]

Using the assumption of linear hardening \( c'(\bar{e}^p) = c_0 + H \bar{e}^p \), one can write \( c((\bar{e}^p))_{n+1} = c_0 + H (\bar{e}^p)_{n+1} \) which leads to

\[ c((\bar{e}^p))_{n+1} = c_0 + H (\bar{e}^p)_n + \frac{\xi}{\eta} \Delta e^p \tag{B.10} \]

Substituting in the yield function leads to

\[ (f)_{n+1} = \frac{1}{\sqrt{3}} (Q)_{n+1} + \eta \left( P_{n+1} - \frac{\xi c((\bar{e}^p)_{n+1})}{\eta} \right) = 0 \tag{B.11} \]

Since \( (P)_{n+1} - \frac{\xi c((\bar{e}^p)_{n+1})}{\eta} = 0 \) (see Equation (A.16) for definition of the hydrostatic pressure return mapping formula), one can write

\[ \left( P' - K \Delta e^p \right) = \eta \left( P_0' - \xi c_0 - \xi H (\bar{e}^p)_n \right) \tag{B.12} \]

This equation can be written as

\[ \left( H \frac{\xi^2}{\eta} \right) \Delta e^p = \eta P' - \xi c_0 - \xi H (\bar{e}^p)_n \tag{B.13} \]

Using this equation, one can solve for \( \Delta e^p \) as

\[ \Delta e^p = \frac{\eta P' - \xi c_0 + H (\bar{e}^p)_n}{H \frac{\xi^2}{\eta} + \eta K} \tag{B.14} \]